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@ Tensor products
@ Projective tensor products where every tensor attains its norm

@ Denseness of norm-attaining tensors



Tensor products
X,Y,Z = vector spaces

A map A: X x Y — Z is bilinear if
o Alax + Bx',y) = aA(x,y) + BA(X,y)
o Alx,ay + By') = aA(x,y) + BA(x,y')
B(X x Y, Z) denotes the space of bilinear maps A: X x Y — Z



Tensor products
X,Y,Z = vector spaces

A map A: X x Y — Z is bilinear if
o Alax + Bx',y) = aA(x,y) + BA(X,y)
o Alx,ay + By') = aA(x,y) + BA(x,y')
B(X x Y, Z) denotes the space of bilinear maps A: X x Y — Z

We would like to linearize bilinear maps. That is, to find a vector space
W and a linear embedding §: X x Y — W such that for any

Ae B(X x Y,Z) there is a linear map Ta: W — Z such that this
diagram commutes:
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Tensor products

Given x € X and y € Y, consider the linear functional

x®y: B(X x Y,K) > K
A Alx,y)

The tensor product X ® Y is defined as

X®Y =span{x®y:xe X, ye Y} c B(X x Y,K)*

A tensor u € X ® Y has the form u = 2,'-’:1 Xx; ® y; where x; € X and
yi € Y. This representation is NOT UNIQUE.
Indeed,

o (ax+8XY®y=ax®y + X ®y.
o x®(ay +By)=ax®y + Bx®y'



Tensor products

Define ®@: X x Y > X®Y by ®(x,y) =xQy.
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Tensor products
Define ®@: X x Y > X®Y by Q(x,y) =x®y.
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Tensor products
Define ®@: X x Y > X®Y by Q(x,y) =x®y.

XxYy A7z
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X®Y

Given Ae B(X x Y, Z), define

n

TA(Q % ®yi) = ) A%, yi)-
i-1

i=1

Conversely, if T: X® Y — Z is linear, define A€ B(X x Y, Z) by

Alx,y) = T(x®y).
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The projective norm

X,Y = Banach spaces.
We would like to define a norm on X ® Y. It is reasonable to require that

Ix@yl < Ix[ - lvl

fu=>",x®y;ie X®Y, it must be |u]| <>, |x]]yi| and this should hold
for every representation of w.

Given ue X ® Y, we define the projective norm as follows

[ull = inf {Z alllyill s u =% ®y,'}
i=1 i=1

However, (X ® Y, ||-||,.) is not complete unless X or Y is finite dimensional.

The projective tensor product X®; Y is the completion of (X ® Y, ||||,.).

Important example: L;(1)®xX = Ly (p, X)
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A bilinear map A: X x Y — Z is said to be bounded if there is C > 0 such that

IAC; I < Clixlllyl,  Vxe X,yeY.

B(X x Y, Z) denotes the Banach space of bounded bilinear mappings with the
norm A = sup{|A(x, y)| : [Ix| <1,[y| <1}.
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The dual of X&), Y

A bilinear map A: X x Y — Z is said to be bounded if there is C > 0 such that

IAC; I < Clixlllyl,  Vxe X,yeY.

B(X x Y, Z) denotes the Banach space of bounded bilinear mappings with the
norm A = sup{|A(x, y)| : [Ix| <1,[y| <1}.
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X&.Y

B(X xY,Z)=LX®:Y,2Z)
B(X x Y,R) = L(X, Y*) = (X&; Y)*

Since ||A|| = sup{|{A,x ® y)| : x € Bx,y € By}, it follows that
Bxg y = conv(Bx ® By)
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Norm-attainment
Every v e X@)ﬂY can be written as u = Z;f;lx,- ® y; with x; € X, y; € Y. Then

[l = inf {Z alllyill = D Ixilllyill < o0, u =7 x ®y,} :
i=1 i=1 i=1

When is that infimum a minimum?

Dantas-Jung-Roldédn-Rueda Zoca (2022)

We say that u € X®, Y attains its projective norm if

@ o0
u=Yx®y and |ull, = Ixllyl-
=1 i=1

The set of those u is denoted by NA, (X®, Y).

Most of the results can be translated to other settings:
@ Nuclear operators (tensors in X*®., Y correspond to operators X — Y)

@ Symmetric tensors (®ys nX is a predual of P(VX))
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Norm-attainment

Definition (Dantas-Jung-Roldan-Rueda Zoca, 2022)

We say that u € X®, Y attains its projective norm if

D 0
u=Yx®y and |ull, = xllyl.
i=1 i=1

The set of those u is denoted by NA(X®; Y).

In the finite-dimensional case, it follows from Caratheodory theorem that every u
has an optimal representation with at most dim(X) dim(Y') terms (or
2dim(X) dim(Y) for K = C).

Theorem (Petczyniski - Tomczak-Jaegermann, 1988)

Given n, m, there are spaces X and Y with dim(X) = n and dim(Y) = m and

u € X®,Y such that all the optimal representations of u have nm terms (resp.
2nm for K = C).
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a) X and Y are finite dimensional.

b) X = ¢1(/) and Y is any Banach space.

c) X and Y are complex Hilbert spaces.
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When does every tensor attain its projective norm?

Definition (Dantas, Jung, Roldan, Rueda Zoca, 2022)
NA:(X®-Y) = X®, Y in the following cases:

a) X and Y are finite dimensional.

b) X = ¢1(/) and Y is any Banach space.

c) X and Y are complex Hilbert spaces.

Sketch of the proof.
a) Compactness
b) t1(N®=Y = £1(1,Y)

c) Diagonalization
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@ Given u € X®, Y with ||u|| = 1, we have that ue NA,(X®,Y) if and only
if u=3""1 AXn @ yn with [[x,]| =1 = [lyal, A\n =0, 3, Xy = 1.

@ Now, given T € (X®,Y)* = L(X, Y*) with (T, u)=1=||T
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|, it follows

Dantas, Jung, Rolddn, Rueda Zoca (2022)

If every tensor on X®; Y attains its projective norm, then every operator
T: X — Y* can be approximated by norm-attaining ones.

Thus, there are tensors not attaining its projective norm in LI(T)(;)J%,
L1[0,11®-L1[0,1], ;@G (1 < p < +00),...

Rueda Zoca (2023)
NA,(co®xt2) © o ® La.
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Dantas, G.L., Jung, Rueda Zoca (2023)

Let X be a finite-dimensional polyhedral Banach space and Y is any dual
Banach space. Then NA;(X®,Y) = X®, Y

Sketch of the proof.

BX®WY = COW(BX ® By)

n
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Note that Bx is a polytope if and only if Bxx is a polytope. If

Bxx = conv{x{,...,x;} then the mapping
X — J448
x (g (x), ., x7(x)

is a linear into isometry since
Ix|| = sup{|x*(x)| : x € Bxs} = max{|x/*(x)| : i € {1,...,n}}
Therefore, X is a subspace of Z with Z* = /7.

G.L., Guerrero-Viu, Rueda Zoca (2025)
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G.L., Guerrero-Viu, Rueda Zoca (2025)

Let Z be such that Z* = ¢1(/), X € Z and Y be any dual space. If either X* or
Y has the approximation property, then NA(X*®,Y) = X*®, Y.

These hypotheses are satisfied for X ¢ C(K) with K compact and scattered,
such that X* or Y has the AP.
The hypothesis of K being scattered cannot be removed, since

NA(C(T)*®x(3) # C(T)*®x (3
We can take X* the Lipschitz-free space F (M) for a metric space M satisfying
one of the following conditions:
a) M is countable and compact.

b) M is uniformly discrete, countable, and there is a compact Hausdorff
topology 7 on M such that d is 7-lower semicontinuous, and
V ={d(x,y) : (x,y) € M?} € R{ is a compact set.
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When every tensor attains its projective norm?

G.L., Guerrero-Viu, Rueda Zoca (2025)

Let Z be such that Z* = ¢1(/), X € Z and Y be any dual space. If either X* or
Y has the approximation property, then NA(X*®,Y) = X*®, Y.

Sketch of the proof.
@ Say Y = E*.
® T: X®.E — Z®.E given by T(u) = u is a linear (into) isometry.
o T*: Z*®,Y — X*®,Y is an adjoint quotient operator.

@ Given ue X*®, Y it follows that there is i € Z*®, Y = El(l)(;)ﬁY with
T*(id) = u and the same norm.

@  admits an optimal representation = the same holds for u.
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When every tensor attains its projective norm?

Recall that every tensor in ¢1(/)®; Y attains its projective norm for any Y.

What are the spaces X such that NA(X®,Y) = X®; Y for every Y? J

G.L., Guerrero-Viu, Rueda Zoca (2025)

Assume that X is separable and NAW(X*@)7r Y)= X*®,Y for any Y.
Then Bx = conv(exp Bx).
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Let f = Z,’Yzl XE, - Yn € L1(11, Y) = L1(11)®- Y be a simple function with
(Ep) pairwise disjoint sets.Then

N

N
1Flly = X m(En) lyall = D IxE N - Ilyal
n=1

n=1

That is, f € NAL(L1(1)®:Y). It follows that

NA: (L1(1)®rY) = Li(1)®= Y

Dantas, Jung, Rolddn, Rueda Zoca (2022)
There exist X, Y such that NA;(X®,Y) is NOT dense in X®, Y.
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Dantas, Jung, Rolddn, Rueda Zoca (2022)
Let X, Y be reflexive Banach spaces. Is NA,(X®, Y) dense in X®, Y?

Dantas, G.L., Jung, Rueda Zoca (2023)

Assume X and Y are dual spaces with the RNP and at least one of them has the
approximation property. Then NA,(X®, Y) dense in X®, Y.

Sketch of the proof
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Assume X and Y are dual spaces with the RNP and at least one of them has the
approximation property. Then NA,(X®, Y) dense in X®, Y.

Sketch of the proof
Given u € Byg y with [[uf, =1, take A€ (X®rY)* with (A, u) = 1.
Consider F = {z € Byg y : (A, z) =1}
F = conv(ext F). Since F is a face of Byg y, extF C ext Byg .
Under these hypotheses, ext(Byg y) © Bx ® By (Collins-Ruess (1983))
Thus,

uedm{x®ye Sx®Sy : Alx,y) =1}
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A space X is said to have the metric m-property if given € > 0 and
{x1,...,xn} © Sx, we can find a finite-dimensional 1-complemented subspace
M < X and points x/ € M with ||x; — x/|| <& Vi.

Equivalently, there are finite-rank projections P,: X — X with ||P,|| =1 and
Pax — x for every x € X.

monotone FDD = metric 7-property = metric approximation property

Key point: If M is 1-complemented in X then M®, Y is (isometrically) a
subspace of X®, Y.
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@ X is polyhedral and Y is a dual space (Dantas-G.L.-Jung-Rueda Zoca,
2023).

These results are implied by the following theorem:

G.L., Guerrero-Viu, Rueda Zoca (2025)

Suppose that for every € > 0 and xi, ..., x, € X, there exists a finite dimensional
1-complemented subspace M € X and x/ € M with | x; — x/|| < e for each
i=1,...,n. Assume that NA,(M®,Y) = M®,Y. Then,

NAZ(X®-Y) = X& Y.

As a consequence, NA(X®,Y) = X®, Y in the following cases:
a) X* =L;(u) and Y is 1-complemented in Y**,
b) X has the metric m-property and Y is a dual space with the RNP.



Some related questions

Is every extreme point of Byg , of the form x ® y with x € Bx, y € By? J




Some related questions

Is every extreme point of Byg , of the form x ® y with x € Bx, y € By? J

Are there X, Y such that the set of operators attaining its nuclear norm is
NOT dense in N(X, Y)? J




Some related questions

Is every extreme point of Byg , of the form x ® y with x € Bx, y € By? J

Are there X, Y such that the set of operators attaining its nuclear norm is
NOT dense in N(X, Y)? J

Is there X such that the set of symmetric tensors attaining its projective
norm is NOT dense in ®W,57NX? J




Thank you for your attention!
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