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Abstract

We study the inverse problem in the theory of (standard) orthogonal
polynomials involving two polynomials families (Pn)n and (Qn)n which
are connected by a linear algebraic structure such as

Pn(x) +

N∑

i=1

ri,nPn−i(x) = Qn(x) +

M∑

i=1

si,nQn−i(x)

for all n = 0, 1, . . . where N and M are arbitrary nonnegative integer
numbers.
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1 Introduction

The analysis of linear structure relations involving two monic orthogonal poly-
nomial sequences (MOPS), (Pn)n and (Qn)n, such as

Pn(x) +
N∑

i=1

ri,nPn−i(x) = Qn(x) +
M∑

i=1

si,nQn−i(x), n ≥ 0, (1.1)

where N and M are fixed nonnegative integer numbers, and (ri,n)n and (si,n)n
are sequences of complex numbers (and empty sum equals zero), has been a
subject of research interest in the last decades. In the literature, many works
can be found where this type of relations is studied from different points of view.
About the interest and importance of the study of these structure relations we
refer to the introduction given in [9] and [4], as well as the references therein.

In many of these works the main problem stated and solved therein was the
following inverse problem: assuming that (Pn)n is a MOPS and (Qn)n only
a simple set of polynomials (Qn is a polynomial of degree n), verifying (1.1),
to find necessary and sufficient conditions so that (Qn)n is also a MOPS and
to obtain the relation between the corresponding regular linear functionals. We
want to notice that most of these papers deal with relations considering concrete
values for N and M (see [1], [2], [3], [4], [6], [7]). In this contribution we analyze
the inverse problem for any values of N and M .

A classical tool for working with algebraic properties of orthogonal sequences
of polynomials is the use of recurrence relations. Any MOPS (Pn)n is charac-
terized by a three-term recurrence relation

xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x), n = 0, 1, . . .

with initial conditions P−1(x) = 0 and P0(x) = 1, where (βn)n and (γn)n are
sequences of complex numbers such that γn 6= 0 for all n = 1, 2, . . . . This is
known as Favard’s theorem (see, e.g., [5]).

However this tool can be replaced by the use of dual basis which produces
a natural way for studying the algebraic properties of sequences of orthogonal
polynomials. Any simple set of polynomials (Pn)n has a dual basis (an)n, that
is

〈an, Pj〉 := δn,j , n, j = 0, 1, . . .

being δn,j the usual Kronecker symbol. Moreover, if (Pn)n is a MOPS with
respect to the linear functional u, then the associated dual basis is

an =
Pn

〈u, P 2
n〉

u, n = 0, 1, . . .

see [8]. A more detailed description can be seen in Section 2 of [9].
This is the main tool used by Petronilho in [9] to solve part of the inverse

problem for general relations as (1.1) assuming the orthogonality of both se-
quences (Pn)n and (Qn)n with respect to u and v, as well as some additional
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assumptions which we will call initial conditions. More precisely, he obtains
that the rational transformation between the linear functionals u and v is

ΦMu = ΨNv

where ΦM and ΨN are polynomials of degreesM andN , respectively. In Section
2, we make an exhaustive study about these initial conditions. We obtain, in
Theorem 2.2, that these initial conditions characterize the existence of such ra-
tional transformation and the non existence of another relationship with degrees
less than or equal to M and N , respectively. Moreover these initial conditions
allow us to prove important facts like:

(a) All the coefficients rN,n and sM,n in (1.1) are not zero for n ≥ N +M .
(b) There exist constant sequences whose values are the coefficients of the

polynomials ΦM and ΨN . It is important to note that the existence of such
constant sequences was already obtained in [6] for N = 1,M = 0, in [1] for
N = 1,M = 1, in [3] for N = 2,M = 0 and in [4] for N = 2,M = 1, in terms
of the recurrence coefficients. Here, for arbitrary values of N and M , we obtain
this property in a compact form by using linear functionals and determinants.

On the other hand, in Section 3 we get necessary and sufficient conditions in
order to the sequence (Qn)n defined recursively by (1.1) becomes also a MOPS.
The main advance in this line is to introduce some auxiliary polynomials Rn,
which are precisely the linear combinations of the polynomials Pn that appear in
the relation (1.1). These polynomials do not necessarily have to be orthogonal,
but they are interesting in two senses. First, they allow to simplify the computa-
tions in the problem of characterizing the orthogonality of the sequence (Qn)n.
And second and more important, is that the conditions which characterize the
orthogonality of (Qn)n correspond to most of the conditions (n ≥ N +M + 1)
that characterize the orthogonality of two simpler problems. More precisely,
assuming that (Pn)n is a MOPS, to characterize the orthogonality of (Rn)n
and then, assuming that (Rn)n is a MOPS, to characterize the orthogonality of
(Qn)n. In some way the problem N −M can be divided in two simpler prob-
lems N − 0 and 0−M but always keeping in mind that not all the conditions of
regularity (orthogonality) appear, the first ones are different. This is because,
as we have already mentioned, these auxiliary polynomials (Rn)n do not have
to be orthogonal.

2 Relation between the regular functionals and

consequences

Let (Pn)n and (Qn)n be two sequences of monic polynomials orthogonal with
respect to the regular functionals u and v, respectively, normalized by 〈u, 1〉 =
1 = 〈v, 1〉. Suppose that these families of polynomials are linearly related by
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(1.1), that is

Pn(x) +

N∑

i=1

ri,nPn−i(x) = Qn(x) +

M∑

i=1

si,nQn−i(x), n ≥ 0.

Consider the following auxiliary polynomials, namely Rn,

Rn(x) := Pn(x) +

N∑

i=1

ri,nPn−i(x) = Qn(x) +

M∑

i=1

si,nQn−i(x).

Denote by (cn)n, (an)n and (bn)n the dual basis corresponding to (Rn)n, (Pn)n
and (Qn)n, respectively. Expanding (an)

M−1
n=0 and (bn)

N−1
n=0 in terms of (cn)n,

we can write

A(c0, . . . , cM+N−1)
T = (a0, . . . , aM−1,b0, . . . ,bN−1)

T (2.1)

where A is a (M+N)×(M+N) matrix whose elements are the coefficients that
appear in the relation (1.1). Its explicit expression can be seen in [9, Theorem
1.1]. There, it was proved that the initial conditions

detA 6= 0, rN,N+M 6= 0, and sM,N+M 6= 0 (2.2)

yield the following relation between the linear functionals u and v

ΦMu = ΨNv (2.3)

where ΦM and ΨN are polynomials of (exact) degrees M and N , respectively.

In the sequel we will use the following notations:

Pn(x) =
Pn(x)

〈u, Pn
2〉
, and Qn(x) =

Qn(x)

〈v, Qn
2〉
.

For n ≥ N−1, we introduce the N×N matricesBn andBi
n, i = 0, . . . , N−1,

where

Bn :=




〈QN−1v, Pn〉 · · · 〈Q0v, Pn〉
〈QN−1v, Pn−1〉 · · · 〈Q0v, Pn−1〉

...
. . .

...
〈QN−1v, Pn−(N−1)〉 · · · 〈Q0v, Pn−(N−1)〉




N×N

and Bi
n := the matrix obtained replacing in Bn the i-th column by the vector

(〈QNv, Pn〉, . . . , 〈QNv, Pn−(N−1)〉)
T .

In a similar way for n ≥ M − 1, we introduce the M ×M matrices B̃n and
B̃i

n, i = 0, . . . ,M − 1, where

B̃n :=




〈PM−1u, Qn〉 · · · 〈P 0u, Qn〉

〈PM−1u, Qn−1〉 · · · 〈P 0u, Qn−1〉
...

. . .
...

〈PM−1u, Qn−(M−1)〉 · · · 〈P 0u, Qn−(M−1)〉




M×M
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and B̃i
n := the matrix obtained replacing in B̃n the i-th column by the vector(

〈PMu, Qn〉, . . . , 〈PMu, Qn−(M−1)〉
)T

.

Next, we show a property about the determinants of the matrices Bn and
B̃n which plays an important role in this work.

Lemma 2.1 Let (Pn)n and (Qn)n be two sequences of monic polynomials lin-
early related by (1.1).

(a) If the polynomials Qn are orthogonal with respect to the functional v, then

det Bn = (−1)N rN,n det Bn−1, for n ≥ M +N.

(b) If the polynomials Pn are orthogonal with respect to the functional u, then

det B̃n = (−1)M sM,n det B̃n−1, for n ≥ M +N.

Proof. (a) First we get that detBN+M = (−1)N rN,N+M detBN+M−1. Indeed,
taking into account that

PN+M (x) = QN+M (x) +

M∑

i=1

si,N+MQN+M−i(x) −

N∑

i=1

ri,N+MPN+M−i(x)

by (1.1) for n = N + M , using the orthogonality of the polynomials Qn with
respect to v and developing the determinant of BN+M by the first row, it can
be derived that

detBN+M = − (−1)N−1 rN,N+M detBN+M−1.

To conclude the proof of (a) it suffices to observe that the same argument works
for any fixed n > N +M .

(b) This property can be similarly derived with the appropriate changes. ✷

Now, we will see that the polynomials ΨN and ΦM which satisfy the relation
(2.3) can be written as:

ΨN(x) = rN,M+N QN (x) +
N−1∑

i=0

λi Qi(x), (2.4)

and

ΦM (x) = sM,M+N PM (x) +
M−1∑

i=0

µi P i(x). (2.5)

Indeed, if ΨN is a polynomial of degree N it can be written as

ΨN (x) = λN QN (x) + λN−1 QN−1(x) + · · ·+ λ1 Q1 + λ0

with λN 6= 0. Then, using the dual basis of (Pn)n we have

ΨNv =

M∑

j=0

〈ΨNv, Pj〉P ju (2.6)
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because 〈ΨNv, Pj〉 = 〈ΦMu, Pj〉 = 0 for j ≥ M + 1. Moreover, by (1.1)
rN,N+M 〈ΨNv, PM 〉 = sM,N+M 〈ΨNv, QN 〉 = λN sM,N+M and from (2.6) we
get the expressions (2.4) and (2.5) for the polynomials ΨN and ΦM , respectively.

Next, we obtain a characterization of the initial conditions (2.2) in terms of
the relations between the linear functionals u and v.

Theorem 2.2 Let (Pn)n and (Qn)n be two MOPSs with respect to the regular
functionals u and v, respectively, normalized by 〈u, 1〉 = 1 = 〈v, 1〉. Assume
that they are related by (1.1) where N,M ≥ 1.

Then, the following statements are equivalent:
(a)

detA 6= 0, rN,N+M 6= 0, and sM,N+M 6= 0

(b) There exist polynomials ΦM ,ΨN of degrees M,N , respectively, such that

ΦM u = ΨN v, and there is no other relationship Φ̃M u = Ψ̃N v with degrees of
polynomials Φ̃M and Ψ̃N less than or equal to M and N respectively.

Proof. (a) =⇒ (b)
First we prove that the polynomials ΨN and ΦM defined by (2.4) and (2.5)

such that ΦM u = ΨN v are unique. Indeed, using the dual basis (an)n and
(bn)n corresponding to (Pn)n and (Qn)n, respectively, we have

ΨN v = rN,M+N bN + λN−1 bN−1 + · · ·+ λ1 b1 + λ0 b0,

and
ΦM u = sM,M+N aM + µM−1 aM−1 + · · ·+ µ1 a1 + µ0 a0,

since an = Pn u and bn = Qn v for n ≥ 0.
So, by the relation between the functionals (2.3) and the definition (2.1) of

the matrix A, we get

rN,M+N bN − sM,M+N aM =

(µ0, . . . , µM−1,−λ0, . . . ,−λN−1)(a0, . . . , aM−1,b0, . . . ,bN−1)
T =

(µ0, . . . , µM−1,−λ0, . . . ,−λN−1)A (c0, . . . , cM+N−1)
T .

Thus, since (cn)n is a basis and there exists A−1 the inverse matrix of A, the
vector (µ0, . . . , µM−1,−λ0, . . . ,−λN−1) is unique. Therefore there exist unique
polynomials ΨN and ΦM of degrees respectively N,M such that ΦM u = ΨN v.

Now, we suppose that there exist another polynomials Ψ̃N and Φ̃M satisfying
Φ̃M u = Ψ̃N v with deg Ψ̃N ≤ N and deg Φ̃M ≤ M. Thus, we have

(ΦM − Φ̃M )u = (ΨN − Ψ̃N )v

so it is not possible that deg Ψ̃N < N and deg Φ̃M < M hold simultaneously.
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To conclude, it suffices to observe that from the two relations between the
functionals u and v, we also obtain the following relation

Ψ̃N ΦM v = Φ̃M ΨN v

which yields a contradiction if either deg Φ̃M = M and deg Ψ̃N < N or
deg Φ̃M < M and deg Ψ̃N = N.

(b) =⇒ (a)
Consider the systems

〈ΨNv, Pn〉 = 0, n = M + 1, . . . , N +M (2.7)

and
〈ΦMu, Qn〉 = 0, n = N + 1, . . . , N +M

where the unknowns are, respectively, (λi)
N−1
i=0 and (µi)

M−1
i=0 . Notice that, by

hypothesis, the solutions of these systems are unique. Thus, the respective
coefficient matrices BN+M and B̃N+M have maximum rank that is

det BN+M 6= 0, and det B̃N+M 6= 0.

So, by Lemma 2.1 we obtain rN,M+N 6= 0 and sM,M+N 6= 0.
Now, it remains only to prove that detA 6= 0. To do this, we consider the

system with two equations, one of which is the expansion of bN as a linear
combination of (ci)

M+N
i=0 and the other one is the corresponding expansion of

aM . Then, multiplying the first of these equations by rN,M+N and the second
one by sM,M+N , and subtracting the resulting equations (this will eliminate
cM+N ) we get

rN,M+N bN − sM,M+N aM =

M+N−1∑

i=0

Xi ci

(see the proof of Theorem 1.1 in [9], for instance). On the other hand, we know

rN,M+N bN−sM,M+N aM = (µ0, . . . , µM−1,−λ0, . . . ,−λN−1)A (c0, . . . , cM+N−1)
T .

Thus,

AT (µ0, . . . , µM−1,−λ0, . . . ,−λN−1)
T = (X0, . . .XM+N−1)

T

and then detA = detAT 6= 0 because the system has a unique solution. ✷

In the following theorem we prove that the initial conditions (2.2) allow us
to assure that the lengths of the linear combinations of (Pn)n and (Qn)n in
(1.1) are exactly N +1 and M +1 respectively. Moreover, we can find constant
sequences whose values are precisely the coefficients of the polynomials ΨN and
ΦM .
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Theorem 2.3 Let (Pn)n and (Qn)n be two MOPSs with respect to the regular
functionals u and v, respectively, normalized by 〈u, 1〉 = 1 = 〈v, 1〉. Assume
that they are related by (1.1) where N,M ≥ 1 and the coefficients satisfy the
initial conditions (2.2). Then, the following properties hold:

(a) All the coefficients rN,n and sM,n in (1.1) are not zero, for every n ≥ N+M .

(b) There exist constant sequences (λi,n)n≥N+M and (µi,n)n≥N+M such that
λi,n = λi, i = 0, . . . , N − 1 and µi,n = µi, i = 0, . . . ,M − 1 where (λi)

N−1
i=0 and

(µi)
M−1
i=0 are the coefficients which appear in the expressions (2.4) and (2.5) of

the polynomials ΨN and ΦM .

Proof. (a) First we observe that for n ≥ N +M we have

sM,N+M

〈u, P 2
M 〉

rN,n 〈u, P
2
n−N 〉 = 〈ΦMu, (Pn +

N∑

i=1

ri,nPn−i)Qn−(N+M)〉

= 〈ΨNv, (Qn +

M∑

i=1

si,nQn−i)Qn−(N+M)〉 =
rN,N+M

〈v, Q2
N 〉

sM,n 〈v, Q
2
n−M 〉

taking into account the hypothesis (1.1), (2.3), the expressions (2.4)-(2.5) and
the orthogonality of the polynomials Pn and Qn with respect to the functionals
u and v, respectively. Thus, since rN,N+M sM,N+M 6= 0, it is enough to prove
that either rN,n 6= 0 or sM,n 6= 0 for n ≥ N +M + 1.

Here, we will prove that rN,n 6= 0 for n ≥ N +M + 1.
Assume that there exists n ≥ N + M + 1 such that rN,n = 0 and let

n0 := min{n;n ≥ N +M + 1, rN,n = 0}. Then Lemma 2.1 gives detBn0
= 0,

so the coefficient matrix associated with the system

〈ΨNv, Pn〉 = 0, n = n0 − (N − 1), . . . , n0

has not maximum rank and therefore there exists another solution, namely,
(λ̃i)

N−1
i=0 such that

〈Ψ̃Nv, Pn〉 = 0, n = n0 − (N − 1), . . . , n0

where

Ψ̃N(x) = rN,M+N QN (x) + λ̃N−1 QN−1(x) + · · ·+ λ̃1 Q1 + λ̃0.

Moreover 〈Ψ̃Nv, Pn0−N 〉 6= 0. Indeed, if 〈Ψ̃Nv, Pn0−N 〉 = 0 then the system

〈Ψ̃Nv, Pn〉 = 0, n = n0 −N, . . . , n0 − 1

has two solutions which yields a contradiction since the coefficient matrix of this
system, Bn0−1, has maximum rank by definition of n0.

Hence, using the relation (1.1), we have

〈(ΨN − Ψ̃N )v, Pn〉 = −〈Ψ̃Nv, Pn〉 = 0, n ≥ n0 − (N − 1),
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and
〈(ΨN − Ψ̃N )v, Pn0−N 〉 = −〈Ψ̃Nv, Pn0−N 〉 6= 0.

Denote by hN−1 the polynomial ΨN − Ψ̃N of degree less than or equal to N −1.
Then, writting hN−1v in the dual basis of (Pn)n, we have

hN−1v =

n0−N∑

j=0

〈hN−1v, Pj〉

〈u, P 2
j 〉

Pju,

so there exists a polynomial ϕn0−N of degree n0−N such that hN−1v = ϕn0−Nu.
Finally observe that since the functionals u and v satisfy the two relations

hN−1v = ϕn0−N u and ΨNv = ΦMu,

it can be obtained
hN−1ΦMv = ϕn0−NΨNv

which leads to a contradiction, taking into account the degrees of the polyno-
mials hN−1ΦM and ϕn0−NΨN .

(b) From the previous theorem, we already know that the system (2.7)

〈ΨNv, Pn〉 = 0, n = M + 1, . . . , N +M

has a unique solution, namely (λi)
N−1
i=0 , which are the coefficients of the poly-

nomial ΨN . So, since detBN+M 6= 0 by Cramer’s rule

λi = −rN,N+M

det Bi
N+M

det BN+M

, for i = 0, . . . , N − 1.

On the other hand, since ΦMu = ΨNv, it is obvious that

〈ΨNv, Pn〉 = 0, n ≥ M + 1.

Now, for each n fixed, n ≥ N +M , we can consider the system

〈ΨNv, Pi〉 = 0, i = n− (N − 1), . . . , n

whose matrix of coefficients Bn has maximum rank, because we know

det Bn = (−1)N rN,n . . . (−1)N rN,N+M+1det BN+M 6= 0,

by (a) and Lemma 2.1. Then, for every n ≥ N +M , this system has a unique
solution for (λi)

N−1
i=0 , namely (λi,n)

N−1
i=0 , and again by Cramer’s rule we have

λi,n = −rN,N+M

det Bi
n

det Bn

, for i = 0, . . . , N − 1,

for all n ≥ N +M.
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Thus, we can assure there exist N constant sequences, namely (λi,n)
N−1
i=0 ,

such that for every n ≥ N + M we have λi,n = λi that is the value of these
constants coincide with the coefficients of the polynomial ΨN .

To conclude the proof of (b) , we work in the same way with the polynomial
ΦM . So, we have

〈ΦMu, Qn〉 = 0, n ≥ N + 1.

Thus, for each n fixed, n ≥ N +M we can consider the system

〈ΦMu, Qi〉 = 0, i = n− (M − 1), . . . , n

where the unknowns are (µi)
M−1
i=0 , that is the coefficients of the polynomial

ΦM , see (2.5). The uniqueness of the polynomial ΦM obtained in the previous

theorem leads us to state that det B̃n 6= 0, for all n ≥ N + M . Then, in the
same way as before, we obtain that there exist M constant sequences, namely
(µi,n)

M−1
i=0 , such that for every n ≥ N +M we have µi,n = µi where

µi,n = −sM,N+M

det B̃i
n

det B̃n

.

Note that the values of these constants coincide with the coefficients of the
polynomial ΦM . ✷

Observe that the notation used before Lemma 2.1 does not work for either
N = 0 or M = 0. So we conclude this section, for the sake of completeness,
showing the analogous results for these particular situations. We will show only
the case M = 0 and N ≥ 1, that is

Pn(x) +

N∑

i=1

ri,nPn−i(x) = Qn(x) n ≥ 0, (2.8)

where N ≥ 1 and ri,n (i = 1, . . . , N) are complex numbers. The other case is
totally analogous with the appropriate changes.

Theorem 2.4 Let (Pn)n and (Qn)n be two sequences of monic polynomials with
respect to the regular functionals u and v, respectively, normalized by 〈u, 1〉 =
1 = 〈v, 1〉. Suppose that these families of polynomials are linearly related by
(2.8) with the initial condition rN,N 6= 0. Then, the following properties hold:

(a) The exists a unique polynomial ΨN of degree N such that u = ΨN v

where ΨN is defined by (2.4) with M = 0.
(b) All the coefficients rN,n in (2.8) are not zero, for every n ≥ N.

(c) There exist constant sequences (λi,n)n≥N such that λi,n = λi, i = 0, . . . , N−
1 where (λi)

N−1
i=0 are the coefficients which appear in the expression (2.4) of the

polynomial ΨN .

Proof. The proof follows the same ideas of the previous theorems. In any
case, for the sake of completeness, we briefly expose the arguments used.
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Observe that 〈u, Qn〉 = 〈u, Pn +
∑N

i=1 ri,nPn−i〉 = 0 for n ≥ N + 1. Then,

using the dual basis of (Qn)n we get u =
∑N

n=0 〈u, Qn〉Qn v where 〈u, QN〉 =
rN,N 6= 0 and therefore there exists a unique polynomial of degree N such that

u = ΨN v

where ΨN is defined by (2.4).
On the other hand, we can check that det BN−1 = 1 and that (a) of the

Lemma 2.1 holds with M = 0. Thus, the coefficient matrix BN of the system

〈ΨN v, Pn〉 = 0, n = 1, . . . , N

has maximum rank and the coefficients (λi)
N−1
i=0 of the polynomial ΨN are

λi = −rN,N

det Bi
N

det BN

, for i = 0, . . . , N − 1.

Moreover, in the same way as in the previous theorem, it can be proved that

rN,N 6= 0 =⇒ rN,n 6= 0, n ≥ N.

Thus, det Bn 6= 0 for n ≥ N and

λi = λi,n = −rN,N

det Bi
n

det Bn

, for i = 0, . . . , N − 1, n ≥ N.

✷

3 Orthogonality characterizations

Let (Pn)n and (Qn)n be two sequences of monic polynomials linked by a struc-
ture relation as (1.1), with the conventions rN,nsM,n 6= 0 for all n ≥ N +M .

In this section, we want to find necessary and sufficient conditions in order
to (Qn)n be a MOPS if (Pn)n is a MOPS. As we have mentioned in the in-
troduction, to get this general case, we introduce some auxiliary polynomials
Rn and so, in some way, the problem N − M can be divided in two simpler
problems N − 0 and 0−M . So, we previously study these particular situations
that correspond to consider in the relation (1.1) either M = 0 or N = 0.

From now on, (Pn)n denotes a MOPS with respect to a regular functional
u and (βn)n and (γn)n the corresponding sequences of recurrence coefficients,
that is

Pn+1(x) = (x − βn)Pn(x) − γnPn−1(x), n ≥ 0, (3.1)

P0(x) = 1, P−1(x) = 0,

with γn 6= 0 for all n ≥ 1.
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Proposition 3.1 Let (Pn)n be a MOPS with recurrence coefficients (βn)n and
(γn)n. Fixed N ≥ 1, we define a sequence (Rn)n of monic polynomials by

Rn(x) := Pn(x) +
N∑

i=1

ri,nPn−i(x) n ≥ 0, (3.2)

where ri,n are complex numbers such that ri,n = 0 if i > n and rN,n 6= 0 for all
n ≥ N .

Then (Rn)n is a MOPS with recurrence coefficients (β∗
n)n and (γ∗

n)n where

β∗
n = βn + r1,n − r1,n+1, n ≥ 0, (3.3)

γ∗
n = γn + r1,n(βn−1 − β∗

n) + r2,n − r2,n+1, n ≥ 1, (3.4)

if and only if γ∗
i 6= 0, i = 1, . . . , N and the following formulas hold:

Ai,n = 0, n ≥ i, 2 ≤ i ≤ N − 1, N ≥ 3 (3.5)

AN,n = 0, n ≥ N, N ≥ 2 (3.6)

AN+1,n = 0, n ≥ N + 1, N ≥ 1 (3.7)

where

Ai,n := ri+1,n+1 − ri+1,n + ri,n(β
∗
n − βn−i) + ri−1,n−1γ

∗
n − ri−1,nγn+1−i,

AN,n := rN,n(β
∗
n − βn−N ) + rN−1,n−1γ

∗
n − rN−1,nγn+1−N ,

AN+1,n := rN,n−1γ
∗
n − rN,nγn−N .

Proof. We will characterize when the sequence (Rn)n is a MOPS, that is
when it satisfies a three-term recurrence relation as

Rn+1(x) = (x − β∗
n)Rn(x) − γ∗

nRn−1(x), n ≥ 0, (3.8)

with γ∗
n 6= 0, n ≥ 1.

Inserting formula (3.1) in (3.2) and applying (3.2) to xPn(x) and again (3.1)
to xPn−i, i = 1, . . . , N , and (3.2) to Pn(x) and next to Pn−1(x) we have for
n ≥ 1

Rn+1(x) = (x− β∗
n)Rn(x)− γ∗

nRn−1(x) (3.9)

+

N−1∑

i=2

[ri+1,n+1 − ri+1,n − ri,n(βn−i − β∗
n)− ri−1,nγn+1−i + ri−1,n−1γ

∗
n]Pn−i(x)

+ [rN,n(β
∗
n − βn−N )− rN−1,nγn+1−N + rN−1,n−1γ

∗
n]Pn−N (x)

+ [−rN,nγn−N + rN,n−1γ
∗
n]Pn−1−N (x),

using (3.3) and (3.4).
As a first consequence for n = 1 and any N ≥ 1, we realize that (3.8) is true

with γ∗
1 6= 0 if and only if γ∗

1 6= 0.
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Now, taking into account that the sequence (Pn)n is a basis, we have that
(3.8) with γ∗

n 6= 0 for n ≥ 2 holds if and only if γ∗
i 6= 0, 2 ≤ i ≤ N and the

conditions (3.5), (3.6) and (3.7) are satisfied. ✷

Remark. Observe that the condition (3.7) assures that γ∗
n 6= 0 for n ≥ N + 1.

In the following proposition, we change the hypothesis and assume now that
(Rn)n is a MOPS and characterize the orthogonality of the others polynomials
which appear in the linear combination.

Proposition 3.2 Let (Rn)n be a MOPS with recurrence coefficients (β∗
n)n and

(γ∗
n)n. Fixed M ≥ 1, we define a sequence (Qn)n of monic polynomials recur-

sively by

Rn(x) := Qn(x) +

M∑

i=1

si,nQn−i(x) n ≥ 0, (3.10)

where si,n are complex numbers such that si,n = 0 for i > n and sM,n 6= 0 for
all n ≥ M .

Then (Qn)n is a MOPS with recurrence coefficients (β̃n)n and (γ̃n)n where

β̃n = β∗
n + s1,n+1 − s1,n, n ≥ 0, (3.11)

γ̃n = γ∗
n + s1,n(β

∗
n − β̃n−1) + s2,n+1 − s2,n, n ≥ 1, (3.12)

if and only if the following formulas hold:

Bi,n = 0, n ≥ i, 2 ≤ i ≤ M − 1, M ≥ 3, (3.13)

BM,n = 0, n ≥ M, M ≥ 2, (3.14)

BM+1,n = 0, n ≥ M + 1, M ≥ 1, (3.15)

where

Bi,n := si+1,n − si+1,n+1 + si,n(β̃n−i −β∗
n)+ si−1,nγ̃n+1−i− si−1,n−1γ

∗
n, (3.16)

BM,n := sM,n(β̃n−M − β∗
n) + sM−1,nγ̃n+1−M − sM−1,n−1γ

∗
n, (3.17)

BM+1,n := sM,nγ̃n−M − sM,n−1γ
∗
n. (3.18)

Proof. Inserting the three-term recurrence relation satisfied by the polyno-
mials Rn and applying (3.10) to xRn(x), Rn(x) and Rn−1(x), successively, we
have for n ≥ 2

Qn+1(x) = x

[
Qn +

M∑

i=1

si,nQn−i(x)

]
− β∗

n

[
Qn(x) +

M∑

i=1

si,nQn−i(x)

]
(3.19)

− γ∗
n

[
Qn−1(x) +

M∑

i=1

si,n−1Qn−1−i(x)

]
−

M∑

i=1

si,n+1Qn+1−i(x).
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Then, we can write

Qn+1(x) =

xQn − (β∗
n + s1,n+1 − s1,n)Qn(x) − (γ∗

n + s1,nβ
∗
n + s2,n+1 − s2,n)Qn−1(x)

+

M∑

i=1

si,n [xQn−i(x) −Qn+1−i(x)] +

M∑

i=3

si,nQn+1−i(x) (3.20)

− β∗
n

M∑

i=2

si,nQn−i(x)−
M∑

i=3

si,n+1Qn+1−i(x)− γ∗
n

M∑

i=1

si,n−1Qn−1−i(x).

Now we suppose that (Qn)n is a MOPS with recurrence coefficients (β̃n)n
and (γ̃n)n, that is the polynomials satisfy

Qn+1(x) = (x− β̃n)Qn(x)− γ̃nQn−1(x), n ≥ 0, (3.21)

with γ̃n 6= 0 for all n ≥ 1. Hence, applying this recurrence relation to every
factor [xQn−i(x)−Qn+1−i(x)] in formula (3.20) and using (3.11) and (3.12), it
can be derived for n ≥ 2

M−1∑

i=2

Bi,nQn−i(x) +BM,nQn−M (x) +BM+1,nQn−1−M (x) = 0. (3.22)

Then, the conditions (3.13), (3.14) and (3.15) hold, for n ≥ 2.

In order to proof the reverse, we observe that formula (3.20) and conditions
(3.13), (3.14) and (3.15) yield

Qn+1(x) − (x− β̃n)Qn(x) + γ̃nQn−1(x) (3.23)

= −

M∑

i=1

si,n

[
Qn+1−i(x) − (x− β̃n−i)Qn−i(x) + γ̃n−iQn−1−i(x)

]
,

for n ≥ 2.
Since formula (3.21) is true for n = 1 and obviously for n = 0, we have that

it is also true for n = 2. Hence by using the induction method we can deduce
that the recurrence relation (3.21) holds for all n ≥ 0.

To conclude it suffices to observe that γ̃n 6= 0 for n ≥ 1, from (3.15). ✷

In the following theorem, we link the results studied in Proposition 3.1 and
Proposition 3.2 and thus we get to solve the inverse problem in a general case
without many calculations.

Theorem 3.3 Let (Pn)n be a MOPS with respect to a regular functional u

with (βn)n and (γn)n the corresponding sequences of recurrence coefficients. We
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define recursively a sequence (Qn)n of monic polynomials by formula (1.1), i.e.

Pn(x) +

N∑

i=1

ri,nPn−i(x) = Qn(x) +

M∑

i=1

si,nQn−i(x), n ≥ 0,

where (ri,n)
N
i=1 and (si,n)

M
i=1 are complex numbers and such that the conditions

detA 6= 0 and rN,n sM,n 6= 0 for all n ≥ N +M , are satisfied.

Then (Qn)n is a MOPS with recurrence coefficients (β̃n)n and (γ̃n)n, where

β̃n + s1,n − s1,n+1 = βn + r1,n − r1,n+1, n ≥ 0, (3.24)

γ̃n + s1,n

(
β̃n−1 − β̃n + s1,n+1 − s1,n

)
+ s2,n − s2,n+1 (3.25)

= γn + r1,n (βn−1 − βn + r1,n+1 − r1,n) + r2,n − r2,n+1, n ≥ 1.

if and only if the polynomials Qn satisfy the three-term recurrence relation with
γ̃n 6= 0 for n = 1, 2, . . . , N and the equations (3.5)–(3.7) and (3.13)–(3.15) for
n ≥ N +M + 1 hold.

Proof. Inserting formula (3.1) in (1.1) and applying (1.1) to xPn(x) and
again (3.1) to xPn−i(x) for i = 1, 2, . . . , N we get, for n ≥ 1,

Qn+1(x) = −
M∑

i=1

si,n+1Qn+1−i(x) + x

[
Qn(x) +

M∑

i=1

si,nQn−i(x)

]

− βnPn(x)− γnPn−1(x) +

N∑

i=1

ri,n+1Pn+1−i(x)

−

N∑

i=1

ri,n [Pn+1−i(x) + βn−iPn−i(x) + γn−iPn−1−i(x)] .

Now, in the above expression, we apply (1.1) to Pn(x) and we rearrange
the formula. Next, we do the same for Pn−1(x). Hence, using the auxiliary
coefficients (3.3) and (3.4), we can write the above formula in the following way

Qn+1(x) = −

M∑

i=1

si,n+1Qn+1−i(x) + x

[
Qn(x) +

M∑

i=1

si,nQn−i(x)

]
(3.26)

− β∗
n

[
Qn(x) +

M∑

i=1

si,nQn−i(x)

]

− γ∗
n

[
Qn−1(x) +

M∑

i=1

si,n−1Qn−1−i(x))

]

+

N−1∑

i=2

Ai,nPn−i(x) +AN,nPn−N (x) +AN+1,nPn−(N+1)(x).
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Let (Qn)n be a MOPS with recurrence coefficients (β̃n)n and (γ̃n)n. Then,
applying (3.21) to every factor xQn−i(x) for i = 1, . . . ,M in formula (3.26) and
using (3.11), (3.12) and (3.16)–(3.18 ), we get

0 =
M−1∑

i=2

Bi,nQn−i(x) +BM,nQn−M (x) +BM+1,nQn−(M+1)(x) (3.27)

+

N−1∑

i=2

Ai,nPn−i(x) +AN,nPn−N (x) +AN+1,nPn−(N+1)(x).

Now applying the functional PM−1u to the above equation and taking into
account the orthogonality of the polynomials Pn with respect to u, we obtain

〈PM−1u,

M−1∑

i=2

Bi,nQn−i+BM,nQn−M+BM+1,nQn−(M+1)〉 = 0, n ≥ N+M+1,

〈PM−2u,

M−1∑

i=2

Bi,nQn−i +BM,nQn−M +BM+1,nQn−(M+1)〉 = 0, n ≥ N +M,

and successively until

〈P 0u,

M−1∑

i=2

Bi,nQn−i +BM,nQn−M +BM+1,nQn−(M+1)〉 = 0, n ≥ N + 2.

Thus, for n ≥ N +M + 1 we have

M−1∑

i=2

Bi,n〈P j u, Qn−i〉+BM,n〈P j u, Qn−M 〉+BM+1,n〈P j u, Qn−(M+1)〉 = 0

(3.28)
for j = 0, 1, . . . ,M − 1.

Fixed an positive integer n ( n ≥ N +M +1), we consider the homogeneous
system (3.28) of M equations and M unknowns Bi,n, i = 2, . . . ,M + 1, whose

associated matrix is B̃T
n−2 that is the transpose of the matrix B̃n−2. Applying

the hypotheses detA 6= 0, sM,n 6= 0 for all n ≥ N +M and (b) of the Lemma

2.1, we get det B̃T
n−2 6= 0, for all n ≥ N +M + 1. Therefore the system has a

unique solution that is the trivial solution

Bi,n = 0, i = 2, . . . ,M + 1,

so the equations (3.13)–(3.15) hold for n ≥ N + M + 1. The other equations
(3.5)–(3.7) for n ≥ N +M + 1 are also fulfilled simply noticing that from the
equation (3.27) we obtain

N−1∑

i=2

Ai,nPn−i(x) +AN,nPn−N (x) +AN+1,nPn−(N+1)(x) = 0
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and the sequence of polynomials (Pn)n is a basis.
Conversely, notice that the equations (3.5)–(3.7) in formula (3.26) yield

Qn+1(x) = −

M∑

i=1

si,n+1Qn+1−i(x) + x

[
Qn(x) +

M∑

i=1

si,nQn−i(x)

]

− β∗
n

[
Qn(x) +

M∑

i=1

si,nQn−i(x))

]
− γ∗

n

[
Qn−1(x) +

M∑

i=1

si,n−1Qn−1−i(x)

]

for n ≥ N +M + 1. We observe that this is formula (3.19) in the Proposition
3.2 which can be rewritten as (3.20). Then taking into account the equations
(3.13)–(3.15) we get (3.23) for n ≥ N + M + 1. Thus, since by hypotheses
the polynomials Qn satisfy the three-term recurrence relation with γ̃n 6= 0 for
n = 1, 2, . . . , N we obtain that these polynomials satisfy the same three-term
recurrence relation for all n. Besides from (3.7) and (3.15) and we get that
γ̃n 6= 0 for all n ≥ N + 1 and therefore the sequence (Qn)n is a MOPS. ✷

Remark. Observe that to prove the first part of the Theorem, i.e. with the
assumption that the sequence (Qn)n is orthogonal, it is enough to require only
the initial conditions (2.2), taking into account (a) of Theorem 2.3. However
for the converse we need that the more extensive condition rN,n sM,n 6= 0 for all
n ≥ N +M hold.
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