We want to analyze the sales function of a firm. To that end, we dispose information for the period 1960:1-2014:4 pf the following variables:

Ventas = firm sales
PIB = GDP of the reference area
Pt: Price index of the product
Ptc: market average price
With this information, the following model is estimated
Model 2: OLS, using observations 1960:1-2014:4 (T = 220)

Dependent variable: l_VENTAS

	 
	Coefficient
	Std. Error
	t-ratio
	p-value
	

	const
	−47.6417
	3.4529
	−13.7976
	<0.0001
	***

	l_PIB
	1.72858
	0.637723
	2.7106
	0.0073
	***

	l_PT
	−6.0541
	0.805688
	−7.5142
	<0.0001
	***

	l_PTC
	6.44433
	0.509248
	12.6546
	<0.0001
	***


	Mean dependent var
	−42.25322
	
	S.D. dependent var
	 3.803851

	Sum squared resid
	 1122.229
	
	S.E. of regression
	 2.279365

	R-squared
	 0.645848
	
	Adjusted R-squared
	 0.640929

	F(3, 216)
	 131.3023
	
	P-value(F)
	 1.95e-48

	Log-likelihood
	−491.4053
	
	Akaike criterion
	 990.8107

	Schwarz criterion
	 1004.385
	
	Hannan-Quinn
	 996.2924

	rho
	 0.798155
	
	Durbin-Watson
	 0.403485


LM test for autocorrelation up to order 1 -Test statistic: LMF = 373.147 with p-value = 7.08423e-049

RESET test for specification -Test statistic: F(2, 214) = 1.52973  with p-value = 0.218952

White's test for heteroskedasticity -Test statistic: LM = 16.6113  with p-value = 0.0551621

White's test for heteroskedasticity (squares only) - Test statistic: LM = 14.0705 with p-value =0.0288589

USing the previous information, reply to the following questions: 
1. Breusch- Godfrey statistic follows a:

A) 2 distribution
B) Snedecor F distribution
C) Student’s t distribution
D) None of the previous ones
2. The Breusch-Godfrey statistic tests for the null hypothesis:

A) Existence of first order autocorrelation
B) Absence of first order autocorrelation
C) No autocorrelation of general order
D) None of the previous ones
3. RESET statistic tests for the null hypothesis of:

A) Structural Change
B) Structural permanence
C) Linearity of the relationship
D) None of the previous ones
4. RESET statistic
A) Reject the null hypothesis of linearity of the relationship.
B) We cannot reject that the relatioship is linear
C) Both of the previous answers are true
D) None of the previous ones

5. The value of the statistic rho means that:

A) The first order autocorrelation coeficient of the perturbation is high
B) it is sensible to think on the existence of no autocorrelation problems.
C) This statistic does not provide useful information 
D) None of the previous ones
6. Using all the information, we can affirm that:

A) The model exhibits autocorrelation problems
B) The model exhibits heteroskedasticity problems
C) Both of the previous answers are true
D) None of the previous ones
7. To solve the problmes, you would suggest:
A) TO use a linear specification
B) To dynamize the model
C) To employ a quadratic functional form
D) None of the previous ones

8. The coefficient of determination:
A) Is large, given the characteristics of the sample.
B) Is small, given the characteristics of the sample.

C) Is appropriate, given the characteristics of the sample.
D) None of the previous ones.

Part II. 

A) Solve the problems and propose an alternative estimation
B) Interpret this new model in economic terms
C) Predict the sales for the period  2015:1.
